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Abstract: Credit card fraud significantly threatens financial institutions and consumers worldwide. To address this issue, this 

project leverages machine learning techniques, specifically a RandomForest Classifier, to detect fraudulent credit card 

transactions. The dataset is from Kaggle and contains transaction details, including transaction amounts and class labels 

indicating fraud or non-fraudulent transactions. The project begins with data exploration and visualization to gain insights into 

the dataset’s characteristics. It uses various data visualization techniques, such as classification plots and correlation matrices, 

to understand the understood patterns. After prеprocеssing the data and dividing it into training and test sets, the random forest 

classifier is trained on training data. Learning curves visualize the model’s performance as the training dataset size varies. A 

comprehensive set of metrics is utilized to evaluate the model’s effectiveness. It includes accuracy, specificity, error rate, and 

a confusion matrix to assess the model’s ability to classify fraudulent and non-fraudulent transactions. In addition, precision, 

recall, and F1-scorе are computed. Receiver Operating Characteristic (ROC) and Prеcision-Rеcall curves are generated to give 

a detailed understanding of the model’s performance and to assess the power mean to discriminate between classes’ precision-

recall trade-offs. The project concludes with an evaluation of the model’s performance, highlighting its strengths and areas for 

improvement. This project serves as a valuable example of the application of machine learning for fraud detection in financial 

transactions, benefiting financial institutions and consumers by reducing financial losses due to fraud and increasing security. 
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1. Introduction 

 

Cashless transactions are becoming increasingly common worldwide as credit card usage rises. These credit cards enable 

simplified purchases both online and in-person, taking the place of paper bills. Credit cards are accepted online and in physical 

stores, making them the best replacement for cash. The convenience of digital transactions is a significant benefit of credit card 

usage. In the coming years, the number of credit cardholders globally is expected to grow by 2.79%, reaching 1.25 billion in 

2023 from 1.1 billion in 2018. Credit cards are used in restaurants, petrol bunks, and online shopping [13]. Credit Cards give 

money when needed and can be returned later with no interest for a specific period, which is a big reason for the increase in the 
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usage of credit cards [14]. Not everyone will have cash in hand when needed for very important situations. At those times, we 

cannot go and get cash; rather, credit cards are used to get money for whatever we need and pay it back later. There are many 

advancements in credit cards, too [15]. One of which is you can now tap the credit card on the credit card machine in physical 

stores like grocery shops, restaurants, and petrol bunks to pay the bill, which can save a lot of time before you have to scan the 

credit card in the credit card machine and type the pin. It has to be processed, which takes a lot of time [16]. 

 

Credit cards store people’s credit card information. However, an individual or a party does not have the right to use the credit 

card of another party named without resorting to credit card fraud. These types of crimes have a serious impact on individuals 

and institutions [17]. One of the main causes of credit card fraud is the rapid advancement of technology. The Internet has 

grown and changed during the last decade and continues to evolve at a fast tempo. This includes e-commerce, tap price fashions, 

and online payments [18]. This has brought about the growth and substantial use of such features, leading to a boom in credit 

card fraud.  With the great increase in digital transactions and online shopping, criminals discover new ways to commit such 

crimes daily [19]. Credit card information can be obtained from places so easily in practice. There are many methods to defend 

credit card transactions, including encryption and tokenizing credit card facts. While these methods are regularly effective, it 

does now not shield credit cards from fraud [20]. 

 

Credit card fraud is described as fraud by unauthorized humans using credit or debit cards. Credit card fraud is a common 

problem in the digital world and causes financial losses for individuals and businesses [21]. Credit card fraud can take many 

forms, such as identification robbery, cloning, forgery, skimming, and phishing [22]. In each of those instances, the fraudster 

attempts to reap the sufferer’s credit score card records, either online or via bodily stealing a wallet or different item containing 

a credit card, and the fraudster obtains the facts after entirety, which may be used for purchases or withdrawals. Due to 

technological advancements, credit card fraud has become one of the biggest threats to people [23]. Scammers may send fake 

emails that look like they are from a bank or credit card issuer and may steal your personal information [24].  

 

Hackers can even breach security and steal customers’ personal information, including credit card information. The increased 

usage of online transactions where a physical credit card is unnecessary makes it riskier, as fraudsters may steal the card 

information and use it for their benefit [25]. Solving this problem will require proactive measures from both individuals and 

businesses. Businesses should invest in reliable security systems that can safeguard customers’ data, and individuals must 

monitor their bank statements regularly and check for any suspicious activities; if they find some suspicious activities, they 

must report to the authorities immediately [26]. PwC’s 2022 Global Crime Survey found that approximately 51% of 

organizations surveyed said they had encountered fraud in the past two years. According to the American Federal Trade 

Commission (FTC), credit score card fraud is the most unusual problem, accounting for 1,579 facts breaches and 179 million 

information factors [27]. Credit cards have become a major concern for consumers and financial institutions. As technology 

evolves, so do the techniques used to exploit physical weaknesses. To solve this problem, machine learning algorithms have 

become powerful tools for business fraud detection [28]. 

 

Machine Learning is an artificial intelligence department that allows computers to analyze from beyond records and increase 

unexplained predictive skills. Machine learning algorithms can adapt and enhance as new situations are encountered [29]. By 

reading consumer remarks and including additional statistics in the training records, the version will become more accurate at 

detecting fraud patterns [30]. One such algorithm is the random forest classifier, used in credit card fraud in this paper. The 

algorithm creates a series of decision trees and combines their predictions to make the correct classification. The algorithm can 

recognize the patterns of fraud and make new predictions accordingly [31]. The random forest method is especially useful when 

dealing with large data sets with many features and is ideal for credit card fraud. 

 

One of the largest problems with using machines to resolve credit card fraud is that maximum reporting is impossible because 

credit card data are very personal [32]. Therefore, the statistics used to create gadgets to learn fashions for credit card evaluation 

have unknown abilities [33]. Credit card fraud is also a large trouble due to adjustments and constant modifications. 

Additionally, present device mastering fashions for credit card fraud detection are flawed and cannot cope with credit card 

fraud records nicely, so there is a want to expand higher trained models with excessive ratings that could capture credit card 

fraud [34]. 

 

2. Objective 

 

• Using the Random Forest Classifier for credit score card fraud detection aims to pick out fraudulent transactions and 

accurately minimize false positives. This set of rules works by constructing more than one choice bushe based totally 

on random subsets of the data, after which they combine their predictions to make a very last decision. 

• By utilizing the Random Forest Classifier, we aim to obtain an excessive level of accuracy in detecting fraudulent 

transactions. This will permit monetary institutions and credit score card organizations to take instantaneous 

movement while suspicious activities are detected, thereby preventing financial losses for individuals and businesses. 
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• Furthermore, by minimizing false positives, we can ensure that legitimate transactions aren’t mistakenly flagged as 

fraudulent. This is important in preserving client pleasure and belief within the credit card machine. 

 

3. Literature Survey 

 

Alarfai et al. [1] discuss credit card fraud detection using state-of-the-art machine learning and deep learning algorithms. 

Various models, including CNN sequential models, were developed and compared for accuracy and performance. The CNN 

models were trained with different epoch sizes to optimize results. 

 

Ghaleb et al. [2] discuss utilizing Ensemble Synthesized Minority Oversampling-Based Generative Adversarial Networks and 

the Random Forest Algorithm for credit card fraud detection. The authors aim to improve fraud detection through innovative 

techniques and interdisciplinary approaches. 

 

Mienye and Sun [3] present a deep-learning ensemble approach for credit card fraud detection using LSTM and GRU neural 

networks. A multilayer perceptron (MLP) is the ensemble framework’s meta-learner. The authors address the critical issue of 

fraud detection in disruptive technologies. 

 

Kalid et al. [4] discuss credit card fraud detection challenges due to imbalanced class distribution and overlapping classes. The 

authors provide valuable insights for future research on credit card fraud and payment default detection. 

 

Esenogho et al. [5] present a neural network ensemble with feature engineering for enhanced credit card fraud detection. The 

authors highlight the importance of advanced techniques in addressing the challenges of imbalanced datasets in fraud detection. 

 

Alamri and Ykhlef [6] present a hybrid sampling method, BCBSMOTE, to balance imbalanced credit card transaction datasets. 

By combining Tomek links for undersampling and BIRCH clustering with Borderline-SMOTE for oversampling, the authors 

aim to improve fraud detection models. 

 

Nguyen et al. [7] present an approach using CatBoost and neural networks to enhance fraud detection in the financial industry. 

The author aims to improve efficiency in real-time fraud detection scenarios by eliminating redundant features. 

 

Ding et al. [8] discuss enhancing credit card fraud detection through an innovative oversampling method using VAEGAN. The 

training set is enriched by generating diverse and convincing synthetic fraud samples for improved classification accuracy. 

 

Taha and Malebary [9] present an intelligent approach to credit card fraud detection using an optimized Light Gradient Boosting 

Machine.  

 

Tingfei et al. [10] discuss using Variational Auto Encoding (VAE) in credit card fraud detection to address imbalanced datasets. 

The approach involves generating diverse synthetic cases from minority groups to enhance the training set. 

 

Ghosh and Reilly [11] discuss developing and testing a neural network-based fraud detection system for credit card transactions. 

It highlights the significant improvements in fraud detection accuracy and reduction in false positives achieved by the neural 

network compared to traditional rule-based methods. 

 

Alenzi and Nojood [12] suggested using a logistic regression model for credit card fraud detection. They have also used the K-

nearest neighbors model and the voting classifier model. The logistic regression model was then compared with the other two 

models, showing better results in accuracy, sensitivity, and error rate. 

 

4. Methodology 

 

4.1. Existing model 

 

Alenzi and Nojood [12] suggested using a logistic regression classifier, K-nearest neighbors classifier, and voting classifier for 

fraud detection in credit cards. Their dataset contained 492 fraudulent cases out of 284,807 data, which is highly unbalanced.  

 

Logistic regression is a machine learning algorithm for binary and multiclass classification tasks. Even though its name is 

Logistic Regression, it is not a regression algorithm but a classification algorithm. For binary classification, logistic regression 

predicts whether it is of any of the targeted classes. For Multiclass, there are more than two target classes, which are achieved 

using one-vs-all or softmax regression. The logistic regression classifier got results with an accuracy of 97.2%, sensitivity of 

97%, and error rate of 2.8%. 
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K-Nearest Neighbours classifier is a simple classification algorithm that is widely used. In KNN, the model predicts new data 

points based on the similarity to the neighboring data points in training data. KNN can also be used for regression tasks. This 

model performs well with both small and large data. The K-Nearest Neighbours classifier got results with an accuracy of 93%, 

a sensitivity of 94%, and an error rate of 7% [35]. 

 

A Voting Classifier, also known as an Ensemble Voting Classifier or Majority Voting Classifier, is a machine learning model 

that combines the predictions from multiple individual classifiers (or models) to make a final prediction [36]. The idea behind 

using a voting classifier is to leverage the strengths of different classifiers to improve overall prediction accuracy and 

robustness, еspеcially when individual classifiеrs may have different biasеs or makе еrrors in different ways [37]. The Voting 

Classifier got results with an accuracy of 90%, sensitivity of 88%, and error rate of 10%. 

 

4.2. Proposed model 

 

A classification algorithm that uses multiple decision trees is proposed to perform a classification task to determine whether 

the transaction is fraud. The classification algorithm used to classify whether the transaction is fraudulent or not is the 

RandomForestClassifier. 

 

RandomForestClassifier is a popular machine learning algorithm generally used for classification tasks and can be adapted for 

regression. RandomForestClassifier can work with datasets with a mix of categorical and numerical features. 

RandomForestClassifier produces prediction with high accuracy. It uses multiple decision trees, reducing the risk of overfitting. 

RandomForestClassifier is best for handling large and unbalanced datasets [38]. The RandomForestClassifier is an efficient 

algorithm used in a wide range of applications. RandomForestClassifier can be used in many industries and applications for 

classification tasks, and some areas are marketing and advertising, Healthcare, Weather and climate, etc [39]. The model can 

make predictions about which one of the categories it comes under. RandomForestClassifier is from the sci-kit-learn library in 

Python. It can imported from the ‘scklearn.ensemble’ module [40]. 

 

The proposed RandomForestClassifier model is trained using a dataset containing a total of 30 columns, of which 28 columns 

are encoded personal data and two other columns contain the amount transferred and whether the transaction is fraud. The 

dataset contains 7231 data with 30 columns [41]. The column “Class” is the target variable as it contains the required data for 

classification, whether the transaction is fraud or not. The column Class contains data in the form of 1 and 0; 1 represents the 

transaction is fraud, and 0 represents the transaction is not fraud. The target and categorical columns are split into target and 

categorical variables [42]. Overfitting occurs when the model learns the training data too well and thus will have high training 

accuracy but low test accuracy [43]. To avoid overfitting, the dataset is split into as 80:20 ratio for training and testing. The 

training dataset contains 5784 data, and the testing dataset contains 1447 [44]. 

 

The training dataset is used to train the RandomForestClassifier Model, and the trained model will be validated using the testing 

dataset [45]. The model is trained with the encoded personal data, with the amount as one variable and the class as the target 

variable. The model is tested with the testing dataset with the encoded amount in one variable, and the model is used to classify 

whether the transaction is fraud or not [46]. The model is then validated using multiple parameters such as precision, accuracy, 

F1-score, Recall, Error rate, specificity, and ROC curve. The parameters are then visualized using multiple graphs from the 

Seaborn and matplotlib libraries [47]. These parameters show how well the model can classify the data and help us check if the 

model can be used in real-time [48]. 

 

The proposed model, the RandomForest Classifier, has performed better than the existing Logistic Regression Classifier method 

in performing credit card fraud detection. Both were trained on highly unbalanced datasets with low fraud and high non-fraud 

data. The models are compared based on the accuracy and error rate of the parameters. 

 

Table 1: Parameters comparison between existing and proposed models 

 

Classifier Metrics 

Accuracy Error Rate 

Logistic Regression 97.2% 2.8% 

K-NN Classifier 93% 7% 

VC Classifier 90% 10% 

Random Forest 99.59% 0.41% 
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Table 1 compares the parameters obtained by the existing model and the proposed model. The existing models’ Logistic 

regression has an accuracy of 97.2%, the K-NN Classifier has an accuracy of 93%, and the VC Classifier has an accuracy of 

90%. In contrast, in the RandomForest Classifier, the proposed model achieved an accuracy of 99.59%, which makes the 

proposed model highly accurate while the existing model lagging. The other parameter used to compare is error rate, which 

represents classification errors. Random Forest Classifier is a better way to minimize classification errors as it has a very low 

error rate of 0.41%. In contrast, the LogisticRegression, K-NN Classifier, and VC Classifier have higher error rates of 2.8%, 

7%, and 10%, respectively, showing poorer classifier performance than the random forest classifier. 

 

 

 
 

Figure 1: Comparison of accuracy between models 

 

Figure 1 shows the visualization of the accuracy comparison between the best of the existing model Logistic Regression and 

the proposed model Random Forest Classifier. On the horizontal axis, we have two models, “Logistic Regression” and 

“Random Forest Classifier. The vertical axis represents the accuracy score, measured as a percentage (%). There are two bars 

on the chart. One bar represents the accuracy of the regression model representing the Logistic, and the other represents the 

accuracy of the random forest classification model. The Logistic Regression is 97.20%, and the Random Forest Classifier is 

99.59%. This makes it very clear how the proposed model performs well and shows the huge difference in accuracy between 

the two models. Accuracy is the most important parameter when comparing models, and this figure shows how better the 

proposed model performs than the existing model. 

 

4.3. Architecture 

 

Figure 2 shows the architecture diagram of the model. First, the necessary libraries, such as numpy, pandas, matelot, seaborn, 

and sklearn, are imported. The sklearn library provides a RandomForestClassifier model and functions to calculate the result 

parameters such as accuracy, average precision, average recall, average f1-score, error rate, learning curve, and ROC Curve. 

The dataset is then loaded using the Pandas library, which uses Pandas functions for data exploration. The data are visualized 

using matplotlib and Seaborn Library. There are three graphs: a bar graph between fraud and not fraud counts, a Line Plot of 

Amount, and Heatmap Of Correlation between Columns. The target column and categorical columns are separated into two 

variables. The dataset is split into 80% and 20% training and testing data, respectively. This is done so that the model doesn’t 

overlearn the data and gives poor performance when facing new data. 
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Figure 2: Architecture Diagram 

 

The Random Forest Classifier is built using the RandomForestClassifier function. The Random Forest Classifier Model with 

the training data. The model is then evaluated using various parameters: Accuracy, Average Precision, Average Recall, Average 

f1-score, Error rate, and Specificity. The Learning and ROC curves are then plotted using the data to evaluate the model. 

 

4.4. Algorithm : Credit Card Fraud Detection with RandomForest and Evaluation 

 

Step 1: Import Necessary Libraries 

• Import pandas, numpy, seaborn, matplotlib, pyplot, RandomForestClassifier, train_test_split, and relevant functions 

for metrics. 

     

Step 2: Load Data 

• Read a CSV file containing credit card fraud data in a Pandas Data Frame. 

     

Step 3: Data Exploration 

• Display basic information about the dataset: 

• Display the first few rows of the data (data. head ()). 

• Determine the shape of the data (data. shape). 

• Generate descriptive statistics (data. describe ()). 

• Display data type information (data.info ()). 

• Display the last few rows of the data (data. tail ()). 

• Check for missing values (data. isnull(). sum ()). 

 

Step 4: Data Visualization 

• Use seaborn and matplotlib to visualize the data: 

• Create a bar graph of ‘Class’. 

• Create a line plot of ‘Amount’. 

• Create a Heatmap of all columns. 

     

 

186



 

Vol. 1, No. 4, 2023  

 

Step 5: Prepare Data for Prophet 

• Rename Data Frame columns to ‘x’ (all columns except target variable) and ‘y’ (target variable). 

 

Step 6: Split Data into Training and Testing Sets 

• Define the training size (e.g., 80% of the data). 

• Split the data into training and testing sets. 

     

Step 7: Create and Configure RandomForestClassifier Model 

• Create a RandomForestClassifier model with specific configuration settings (n_estimators, random_state, etc.). 

• Fit the RandomForestClassifier model to the training data. 

 

Step 8: Make Predictions with the RandomForest Classifier 

• Use the trained model to make predictions on credit card fraud. 

     

Step 9: Evaluate Model Performance 

• Calculate various evaluation metrics such as Accuracy, Recall, F1-score, Specificity, Error rate, AUC Score, and 

Precision. 

• Visualize the evaluation metrics. 

 

Step 10: End 

• End of the algorithm. 

 

4.5. Execution 

 

To implement the RandomForest Model, we need to import it. Sklearn library from Python provides a random forest classifier 

model that can be imported from the library. It can done using the following code: “rfc = 

RandomForestClassifier(n_estimators=100, max_depth=10, random_state=42)”.Then, we classify whether the transaction is 

fraud or not. The minimum requirements for this model are a Python interpreter and the necessary Python libraries. 

 

5. Implementation 

 

5.1. Data and pre-processing 

 

First, we need to acquire credit score card fraud information on how to use it for the random forest model. The data is acquired 

online from Kaggle. After data is acquired, the dataset is processed by cleaning records. This can also include changing 

categorical variables to numeric variables and handling outliers and other inconsistencies in the statistics. The dataset used for 

the proposed model has no null values. It contains no categorical variables, reducing the time and effort of cleaning the records 

and encoding the data. The dataset is then split into training data and testing data. This is vital for evaluating the model’s overall 

performance on unobserved statistics. After splitting the information, you can train the Random Forest classifier model. Finally, 

we use an assessment method to evaluate version performance. This will help you determine if the model can detect credit 

score card fraud. 

 

5.2. Data visualisation 

 

The data seen in numerical terms can be better for machines but not for humans. Visualizing the data helps to understand how 

the data is in the dataset. 
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Figure 3: Bar graph of fraud and not fraud case count 

 

The bar graph shows the count of data in the dataset facing credit card fraud and not facing credit card fraud. Figure 3 shows 

that more than 7000 inputs are found not facing credit card fraud issues, while the rest face credit card fraud issues from the 

dataset taken. This shows that the dataset is highly unbalanced, which makes the proposed model random-forest classifier a 

great choice for classification. 

 

 
 

Figure 4: Line Plot of Amount 

 

 

Figure 4 shows a line plot graph of the amount in the dataset. Line Plot is used to show trends and patterns in the data. This line 

plot shows the different numbers of amounts present in the dataset. This Line plot shows the trend and patterns of the number 

of transactions done by credit cards. This also helps us to visualize the highest amount, lowest amount, and average amount 

transacted using a credit card.  
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Figure 5: Heatmap between columns 

 

Figure 5 contains the heatmap between all the columns in the dataset. A heatmap is a graphical representation of data that uses 

a system of color-coding to represent different values. The heatmap can visualize various data, such as the correlation between 

two variables or the distribution of values across a dataset. They can be used to identify trеnds, pattеrns, and corrеlations 

bеtwееn variablеs. Here, the heatmap shows the correlation between all the variables in the columns. 

 

5.3. Training 

 

To avoid overfitting the data, the processed dataset is split into training and testing datasets in the ratio 80:20, respectively. The 

first built random forest classifier function is the random forest classifier model, which can be found in the sklearn library. The 

n_estimators is set to 100, max_depth is set to 10, and random_state is set to 42. The model is then trained with the training 

dataset. We train the model using Python modules pandas, matplotlib, numpy, and sklearn. 

 

5.4. Evaluation 

 

Aftеr thе model has bееn crеatеd, and it has to bе еvaluatеd to еnsurе that it’s working properly as it should be. Finally, thе 

modеl havе to bе еxaminеd on unsееn facts to еnsurе that it’s milеs opеrating еffеctivеly. This is achiеvеd by introducing test 

data into thе model and thеn analyzing thе results. The model can be evaluated with thе usagе of numеrous mеtrics inclusivе 

of accuracy, prеcision, recall, F1 scorе, Specificity and Error rate. These can be found using the following formulas.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

Where, 

 

TP (True Positives) is the number of positive instances predicted correctly. 

FP (False Positives) is the number of cases predicted as positive but negative. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

 

Where, 

  

TP (True Positives) is the number of positive instances predicted correctly. 

FN (False Negatives) is the number of cases predicted as negative but positive. 
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𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
 

 

Where, 

 

TN (True Negatives) is the number of negative instances predicted correctly. 

FP (False Positives) is the number of cases predicted as positive but negative. 

 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  
(𝐹𝑃 + 𝐹𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

 

Where, 

 

TP (True Positives) is the number of positive instances predicted correctly. 

TN (True Negatives) is the number of negative instances predicted correctly. 

FP (False Positives) is the number of cases predicted as positive but negative. 

FN (False Negatives) is the number of cases predicted as negative but positive. 

 

All these parameters are calculated and used to evaluate the model. These parameters are also visualized using matplotlib and 

seaborn library for easy understanding of how the model performs. 

 

6. Results and Discussion 

 

In this paper, we chose Python to develop our RandomForest classifier model. The proposed model was run and evaluated on 

Windows 11 with AMD Ryzen 7 5800x, 32 GB RAM, RTX 3060 TI using Google Collab using Python language; Google 

Collab offers free GPU runtime, which increases the training speed of the model, so even if you have less GPU Google Collab 

helps in faster training of the model. The dataset is used to train the proposed random-forest model. The model is tested and 

validated using a test dataset. The proposed model classifies whether or not the transaction is fraud with the data provided. The 

model is evaluated using Accuracy, Average Precision, Average Recall, Average F1 score, specificity, and Error rate. The 

model is also evaluated using the ROC Curve. The parameter values are Accuracy 99.59%, Average Precision 100%, Average 

Recall 88%, Average F1-score 93%, Specificity 100%, and Error rate 0.41%. A Learning Curve is used to compare training 

accuracy and validation accuracy. 

 

Table 2: Classification Report 

 

Class Metrics 

Precision Recall F1-score 

Non-Fraud 100% 100% 100% 

Fraud 100% 75% 86% 

 

 

Table 2 is the classification report generated by our model. The classification report includes precision, recall, and F1-Score of 

both target values, as well as whether the transaction is fraudulent. The above data shows how the parameters differ for both 

classes due to the highly unbalanced dataset. The data can be seen by visualizing the data. 
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Figure 6: Bar graph between fraud class and non-fraud class result parameters 

 

The bar graph is the graphical representation of the classification report, which can be seen in the table above. In Figure 6, 0 

represents the Non-Fraud Class, and 1 represents the Fraud Class. This graphical representation clearly shows the difference 

between the results between the two classes. The recall and F1-score of the fraud class are low compared to the non-fraud class 

because the dataset contains 7120 non-fraud cases and 111 fraud cases, from which the model has huge data to learn for non-

fraud cases, whereas the model learns very little data on fraud case. Due to the lack of learning data, the model cannot get high 

recall and F1 scores. 

 

 
 

Figure 7: Learning Curve 

 

Figure 7 is the learning curve, which indicates the accuracy of the training phase and testing phase. It clearly shows that the 

testing and training accuracy have less difference, which makes the model perform well. The validation accuracy starts low 

because the model is learning the data, and then the accuracy gradually increases, showing that the model gradually learned all 

the data. This low starting accuracy is due to the dataset being highly unbalanced, but the random forest classifier is best for 

those cases, and so can be seen in that increase in the graph. 
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Figure 8: ROC Curve 

 

Figure 8 shows the ROC Curve for the proposed random forest classifier model. ROC curve is a graphical representation used 

to check the performance of binary classification models. From the ROC Curve, we find that the AUC Score for the proposed 

model is 0.94, which is very high as the range of the AUC Score is from 0 to 1, and 0.94 is very close to 1, which shows the 

model’s effective performance in distinguishing between positive and negative examples. 

 

7. Conclusion 

 

Credit card verification is a vital part of the search. This is because the variety of frauds in financial institutions is increasing. 

This problem opens the door to using artificial intelligence to create systems that may attack fraud. Creating an AI-based totally 

machine to hit upon fraud requires a dataset to train the system. To triumph over these troubles, a classifier based totally on 

RandomForest has been proposed in this publication. The model is trained with the training dataset. Finally, the proposed 

approach was evaluated in steps, including accuracy, average precision, average recall, average f1-score, specificity, and error 

rate. The proposed RandomForest classifier accomplished good results (accuracy = 99.59%, average precision = 100%, average 

recall = 88%, average f1-score = 93%, specificity = 100% and error rate = 0.41%). Credit card fraud is a large trouble due to 

constant changes and adjustments. Present devices mastering fashions for credit card fraud detection cannot manage fraud 

records nicely, so higher-trained models need to be expanded to capture credit card fraud more efficiently. 
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